KARTA PRZEDMIOTU

Nazwa przedmiotu: Identyfikacja proceséow (AiRAuU>SM1-1P-19)
Nazwa w jezyku polskim:
Nazwa w jez. angielskim:  Process identification

Dane dotyczgce przedmiotu:

Jednostka oferujaca przedmiot: Wyadziat Automatyki, Elektroniki i Informatyki
Przedmiot dla jednostki: Politechnika Slgska

Domysiny typ protokotu dla przedmiotu:

ZAL

Jezyk wyktadowy:

polski

Strona WWW:

https://platforma2.polsl.pl/raul/course/view.php?id=298

Skrécony opis:

Celem przedmiotu jest zapoznanie studentéw z metodami identyfikacji modeli proces6w (ciggéw czasowych i obiektow wejsciowo-
wyijsciowych) oraz nauczenie praktycznego wykorzystania poznanych metod do identyfikacji modeli obiektéw rzeczywistych.
Opis:

Przedmiot sktada sie z wykltadu prowadzonego w semestrze letnim i laboratorium w semestrze zimowym.

Tresci programowe wyktadu:

1. Modele i obiekty. Sposoby opisu niepewnosci modelu. Struktura modelu oraz klasy modeli. Modele parametryczne i nieparametryczne.
Pojecie identyfikacji proceséw. Cel identyfikacji. Etapy identyfikacji. Metody identyfikaciji.

2. Identyfikacja modeli statycznych. Blad identyfikacji oraz kryterium identyfikacji. Metoda najmniejszych kwadratow. Wiasciwosci
estymatora wg najmniejszych kwadratow.

3. Rekurencyjna metoda najmniejszych kwadratéw i jej wkasnosci. Wazona metoda najmniejszych kwadratow i jej wersja rekurencyjna
oraz wlasnosci.

4. Algorytm Kaczmarza. Metoda uczenia rekurencyjnego. Rodzina algorytmow LMS.

5. Sieci neuronowe w identyfikacji modeli statycznych.

6. Modele obiektéw dynamicznych. Prébkowanie sygnatow.

7. ldentyfikacja odpowiedzi impulsowej obiektu dynamicznego.

8. Identyfikacja gestosci widmowej mocy i charakterystyk amplitudowo-fazowych.

9. Identyfikacja modeli obiektéw dynamicznych metoda najmniejszych kwadratéw. Predykcja wyjscia obiektu i btgd predykcji. Warunki
nieobcigzonosci i zgodnosci estymatora parametrow modelu obiektu dynamicznmego. Sygnaty nieustannie pobudzajace.

10. Identyfikacja modeli obiektéw dynamicznych rekurencyjng metoda najmniejszych kwadratéw. Identyfikacja modeli niestacjonarnych -
btedy modelowania i zaktécen. Wybuch estymatora.

11 Identyfikacja modeli obiektéw dynamicznych metodg zmiennej instrumentalnej. Wybdr zmiennych instrumentalnych. Rekurencyjna
metoda zmiennej instrumentalnej.

12. Identyfikacja modeli obiektéw dynamicznych rekurencyjng metoda btedu predykciji.

13. Identyfikacja modeli ciggéw czasowych.

14. Identyfikacja modeli obiektéw dynamicznych objetych sprzezeniem zwrotnym.

15. Algorytmy poszukiwan losowych w identyfikacji modeli obiektéw dynamicznych.

16. Identyfikacja nieliniowych modeli dynamicznych. Modele Wienera, Hammersteina i Hammersteina-Wienera. Sieci neuronowe w
identyfikacji nieliniowych obiektéw dynamicznych.

17. Identyfikacja modeli obiektow o wielu wejsciach i wielu wyjsciach.

18. Wybdr struktury modelu oraz metody weryfikacji zidentyfikowanych modeli.

19. Eksperyment identyfikacyjny i jego planowanie.

20. Identyfikacja modeli obiektow z czasem ciggtym.

21. Narzedzia wspomagajgce komputerowg identyfikacje modeli obiektéw i ciagéw czasowych.

Liczba punktéw ECTS: 2
Catkowita liczba godzin: 60 (kontaktowo 30h / praca wtasna studenta 30h)
wyktad: 30h

Liczba godzin przeznaczonych na prace wtasng studenta: przygotowanie do zaliczenia wyktadu (5h), analiza tresci wyktadowych (10h),
rozwigzywanie zadan wyktadowych (15h)

w tym liczba punktéw ECTS uzyskanych w ramach zaje¢ prowadzonych z bezposrednim udziatem nauczycieli akademickich lub innych
0s6b

prowadzacych zajecia i studentéw: 1
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Efekty uczenia sie:

Wiedza

Student zna i rozumie:

K2A_ W01, K2A_W02, K2A_WO05, K2A_WO09: Modele obiektéw statycznych i dynamicznych, rekurencyjne i nierekurencyjne metody ich
identyfikacji, metody weryfikacji wynikéw identyfikacji, zasady projektowania doswiadczenia identyfikacyjnego.

Umiejetnosci

Student potrafi:

K2A_U07, K2A_U13, K2A_U15: postugiwac sie narzedziami komputerowego wspomagania identyfikacji, prezentowac¢ wyniki identyfikacji
model

Metody i kryteria oceniania:

Wyktad zaliczany jest na podstawie testu, a progiem zaliczenia jest uzyskanie 50% poprawnych odpowiedzi.

Sylabus obowigzuje od | Semestru, roku akademickiego 2025/2026, a jego zawarto$¢ nie podlega zmianom w trakcie trwania semestru.
Praktyki zawodowe:
Brak.
Punkty przedmiotu w cyklach:
<bez przypisanego programu>
Typ punktéw Liczba Cykl pocz. Cykl kon.
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