KARTA PRZEDMIOTU

Nazwa przedmiotu: Uczenie maszynowe w Colabie (InfKAu>SI7ZUMwC19)
Nazwa w jezyku polskim:
Nazwa w jez. angielskim:  Machine Learning in Colab

Dane dotyczgce przedmiotu:

Jednostka oferujaca przedmiot: Wyadziat Automatyki, Elektroniki i Informatyki
Przedmiot dla jednostki: Politechnika Slgska

Domysiny typ protokotu dla przedmiotu:

ZAL

Jezyk wyktadowy:

polski

Strona WWW:

https://platforma.polsl.pl/rau2/course/view.php?id=1166

Skrécony opis:

Celem przedmiotu jest przedstawienie wybranych zagadnien dotyczacych uczenia maszynowego. Studenci poznajg dostepne metodyki
uczenia modelu oraz testowania opracowanych rozwigzan weryfikujgcych ich poprawna prace. W ramach przedmiotu zostang
przedstawione algorytmy uczenia maszynowego stosowane w klasyfikacji i regresji. Beda to metody tradycyjne, takie jak np. k-
najblizszych sasiadéw czy maszyna wektoréw wspierajgcych, jak réwniez rozwigzania oparte o gtebokie sieci neuronowe. Dodatkowo
studenci zostang zapoznani z podstawami programowania w jezyku Python, jak i narzedziem umozliwiajagcych uruchamianie skryptow
Google Colaboratory (Colab).

Opis:

Omawiane zagadnienia w trakcie wyktadow:

. Wprowadzenie do uczenia maszynowego.

. Podstawy programowania w jezyku Python.
. Podstawowe informacje o srodowisku Colab.
. Przygotowanie danych.

. Uczenie modelu.

. K-Najblizszych sgsiadow.

. Regresja liniowa.

. Maszyna wektoroéw wspierajacych.

. Drzewa decyzyjne.

10. Lasy losowe.

11. Redukcja wymiarowosci.

12. Sztuczne sieci neuronowe.

13. Uczenie sztucznych sieci neuronowych.
14. Konwolucyjne sieci neuronowe.

15. Rekurencyjne sieci neuronowe.

16. Miary jakosci.
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Laboratoria:

Laboratorium 1 - Przygotowanie danych do uczenia maszynowego
Laboratorium 2 - Poréwnanie wybranych metod klasyfikacji

Laboratorium 3 - Zastosowanie gtebokiego uczenia

Laboratorium 4-6 - Opracowanie wiasnego rozwigzania zadanego problemu

Liczba godzin zaje¢ z bezposrednim udziatem nauczycieli akademickich lub innych os6b prowadzacych zajecia i studentéw

Wykitad: 30 godzin
Laboratorium: 30 godzin

Liczba godzin przeznaczona na prace wiasng studenta
Przygotowanie do wyktadu i laboratorium i jego realizacja: 60 godzin

Calkowita liczba godzin: 120

Liczba punktow ECTS:4

w tym liczba punktéw uzyskana w ramach zaje¢ prowadzonych z bezpos$rednim udziatlem nauczycieli akademickich lub innych oséb
prowadzacych zajecia i studentéw: 2

Literatura:

Aurelien Geron: "Uczenie maszynowe z uzyciem Scikit-Learn i TensorFlow. Pojecia, techniki i narzedzia stuzace do tworzenia
inteligentnych systeméw", O'Reilly, Helion, 2018.

lan Goodfellow, Yoshua Bengio, Aaron Courville: "Deep Learning", MIT Press, 2016.

Efekty uczenia sie:

Po zakonczeniu kursu, student zna:

- typowe technologie stosowane w rozwigzywaniu zadan inzynierskich z zakresu informatyki (laboratorium, wyktad) K1A_W21
Po zakonczeniu kursu, student potrafi:

- samodzielnie planowac i realizowac wtasne uczenie sie przez cale zycie (wyktad, laboratorium) K1A_U05

- projektowa¢ — zgodnie z zadang specyfikacjg — oraz wykonywac typowe dla informatyki proste urzadzenia, obiekty, systemy lub
realizowac procesy, uzywajac odpowiednio dobranych metod, technik, narzedzi i materiatéw (laboratorium) K1A U17

Metody i kryteria oceniania:

Ocena wykonanych projektéw na podstawie dostarczonego sprawozdania.
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Svlabus obowiazuie od roku akademickieao 2025/2026. a ieao zawartos¢ nie uleaa podleaa zmianom w trakcie semestru,
Praktyki zawodowe:

Wyktad i laboratorium: Zrealizowanie wszystkich tematéw laboratorium (oddanie pisemnego sprawozdania)
Punkty przedmiotu w cyklach:

<bez przypisanego programu>
Typ punktéw Liczba Cykl pocz. Cykl kon.
Europejski System Transferu Punktéw (ECTS) 4 2023/2024-2
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