KARTA PRZEDMIOTU

Nazwa przedmiotu: Metody sztucznej inteligencji (AiRAu>SI7-MS-19)
Nazwa w jezyku polskim:
Nazwa w jez. angielskim:  Artificial intelligence methods

Dane dotyczgce przedmiotu:

Jednostka oferujaca przedmiot: Wyadziat Automatyki, Elektroniki i Informatyki
Przedmiot dla jednostki: Politechnika Slgska

Domysiny typ protokotu dla przedmiotu:

ZAL

Jezyk wyktadowy:

polski

Strona WWW:

https://platforma2.polsl.pl/raul/course/view.php?id=205

Skrécony opis:

Celem przedmiotu jest zapoznanie studentdw z podstawowymi metodami sztucznej inteligencji oraz ich zastosowaniami w automatyce i
robotyce. Wyktad obejmuje wspotczesne obszary zainteresowan Sztucznej Inteligenciji, takie jak: przetwarzanie jezyka naturalnego,
percepcja i rozumienie otoczenia, osigganie celu, planowanie i wykonywanie zadan, statystyczne systemy uczace sie, podstawowe
zagadnienia sieci neuronowych.

Zaktada sie, ze przed rozpoczeciem nauki niniejszego przedmiotu student posiada przygotowanie w zakresie: metod obliczeniowych
optymalizacii, systeméw automatycznego wnioskowania, oraz umiejetno$¢ programowania w jezyku C i MATLAB-ie.

Opis:

ECTS: 3

Calkowity naktad pracy: 90 godzin (65 godzin zajec¢, 25 godzin pracy whasnej studenta) Formy zajec:

Wyktad 30 godz.

Laboratorium 30 godz.

Inne (np. kolokwium i sprawozdania, powtdrzenie i oméwienie) 5 godz.

Praca wtasna studenta: przygotowanie do zaje¢, opracowywanie wynikéw z zaje¢, pisanie sprawozdan, przygotowanie do kolokwium
koncowego

Wyktad

1. Wstep do sztucznej inteligencji, definicja, krotka historia, przyktady zastosowan.

2. Podstawy klasycznego rachunku logiki, elementy rachunku, reguty wnioskowania, aksjomaty, tautologie, postaci normalne formut
logicznych, matrycowanie logiki, matryca klasyczna, semantyczne i syntaktyczne metody wnioskowania.

3. Logiki wielowartosciowe, ich matrycowanie, system Kleene’a logiki trojwartosciowej, logika rozmyta, gramatyki, podziat gramatyk,
algorytmy udowadniajace przynalezno$¢ wyrazenia do gramatyki.

4. Planowanie i rozwigzywanie probleméw w sztucznej inteligencji, system STRIPS, Swiat klockdw, przyktady planowania z reprezentacjg
STRIPS: sterowanie silnikiem sondy kosmicznej, sterowanie inteligentng winda, planowanie w srodowisku wielu robotéw, zrédta trudnosci
w planowaniu: anomalia Susmann’a i rozmiar przestrzeni stanu problemu.

5. Elementy ztozonosci obliczeniowej, ztozonos¢ a efektywnosc¢ obliczeniowa, ztozonos¢ obliczeniowa probleméw planowania, problem
planowania a problem decyzyjny, planowanie optymalne, redukcja ztozonosci, strategie zachtanne w planowaniu.

6. Wielomianowa transformacja planowania do zadania programowania liniowego i binarnego catkowito-liczbowego, przyktad z dziedziny
Swiata klockow.

7. Modelowanie niepetnej i niepewnej informacji w sztucznej inteligencji, niepewnos¢ jako alternatywa mozliwych standéw poczatkowych
problemu, niepewne efekty dziatan, wpltyw na ztozonos$c¢ obliczeniowa i jakosé rozwigzania problemu.

8. Statystyczne systemy uczace sie, podziat metod sztucznej inteligencji na metody nadzorowanie i nienadzorowane, przyktady zadan
klasyfikaciji, klasyfikacja liniowa, metody Fisherowskie klasyfikacji, dyskryminacja logistyczna.

9. Klasyfikacja bayesowska, estymacja parametrow rozktadéw w klasach, naiwny klasyfikator Bayesa, powigzanie klasyfikaciji
bayesowskiej z metoda najwiekszej wiarygodnosci, optymalnos¢ klasyfikacji bayesowskiej.

10. Nieparametryczne metody estymaciji rozkladéw w klasach, metoda najblizszych sasiadéw, ocena jakosci klasyfikatora, precyzja,
czutos$¢, specyficznosé, krzywe ROC, resubstytucja, metoda hold-out, walidacja krzyzowa, bootstrap.

11. Drzewa klasyfikacyjne, pojecie drzewa, reguty podziatu, przycinanie drzewa, rodziny klasyfikatoréw, algorytmy baggingu i boostingu,
lasy losowe.

12. Uczenie nienadzorowanie, analiza sktadowych gtéwnych, estymacja gestosci prawdopodobienstwa wzdtuz wybranych kierunkow,
analiza skupien, metody kombinatoryczne grupowania, metody hierarchiczne grupowania.

13. Wprowadzenie do sieci neuronowych, podstawy biologiczne, podziat i zastosowanie sieci neuronowych, model neuronu, funkcja
aktywacji, algorytm LMS, algorytm perceptronu Rosenblatta.

14. Warstwa sieci neuronowej, perceptron wielowarstwowy, algorytm propagacji wstecznej btedu, sieci neuronowe o innej strukturze, sie¢
Hopfielda.

Zajecia laboratoryjne

. Jezyki formalne (gramatyki)

. Semantyczne i syntaktyczne systemy wnioskowania

. Swiat klockéw

. Rozwigzywanie probleméw jako zadanie programowania liniowego i catkowito-liczbowego

. Klasyfikator Bayesa

. Analiza skupien

. Sieci neuronowe jednokierunkowe

. Sie¢ Hopfielda
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Literatura uzupetniajgca:
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Efekty uczenia sie:

Efekty ksztalcenia dla danego przedmiotu: po ukonczeniu kursu student:
Zna podstawowe pojecia z zakresu sztucznej inteligenciji (test koncowy) K1A_W16

Zna podstawowe metody reprezentacji wiedzy, modelowania percepcji i rozumienia otoczenia, osiggania celéw, planowania i
wykonywania zadan (test koncowy) K1A W16, K1IA_W21

Zna podstawowe zagadnienia sieci neuronowych (test koncowy) K1A_W16, K1A W21

Umie wyciggac wnioski z wykorzystaniem metody semantycznej i syntaktycznej (test koricowy) K1A_W16

Umie formutowac i rozwigzywac zadania planowania sztucznej inteligencji (sprawozdanie laboratoryjne) K1A_W21
Umie projektowac i dopasowywac¢ parametry sieci neuronowej (sprawozdanie laboratoryjne) K1A_W16

Umie szacowac jako$¢ klasyfikatora (test koricowy, sprawozdanie laboratoryjne) K1A W16
Metody i kryteria oceniania:

Zasady zaliczenia przedmiotu

Kurs skfada sie z dwdch czesci — wyktadu i laboratorium. Kazda czes¢ jest oceniana oddzielnie:

wyktad — ocena z kolokwium (pisemnego) na zajeciach koricowych.

laboratorium — sprawozdania z kazdego z 8 tematéw — ocena koricowa jest Srednig ocen. Aby uzyskac ocene zaliczeniowa z laboratorium,
studenci muszg uzyska¢ ocene minimum 2,5 z kazdego tematu, a nie tylko Srednig ocen zaliczeniowych.

Ocena koncowa z przedmiotu jest Srednig ocen z wyktadu i laboratorium, ale aby uzyska¢ ocene pozytywna, konieczne jest zaliczenie obu
czesci (minimalna ocena zaliczeniowa to 3).

Program studiéw obowigzuje od roku akademickiego 2024/25 i nie bedzie zmieniany w trakcie semestru.
Punkty przedmiotu w cyklach:

<bez przypisanego programu>
Typ punktow Liczba Cykl pocz. Cykl kon.
Europejski System Transferu Punktéw (ECTS) 3 2022/2023-Z
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